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bogus  (adj.)
虚偽の、いんちきの

……政府の給付金ですが、
its applicants were mostly
occupied by bogus companies.

これを受けて……?
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Repeated exposure to
word usages is crucial in
vocabulary learning. VocabEncounter achieves it by

encapsulating foreign words in
materials the user is reading in native language.

Various daily activities can be transformed
into the !eld of learning.

working

commuting

strolling

watching movies
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Micro learning

Usage-based learning

Combining these two strategies will be more effective.  
But how?



Fabulous [adj] : 素晴らしい 

Ex) Marco Polo returned to Europe 
with fabulous stories about Japan.

Wallet [noun] : 札入れ、財布 

Ex) For his birthday, she bought him a 
leather wallet.
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Proof-of-Concept: Chrome Extension



Challenges

• There is a risk of presenting unnatural or mistranslated phrases.

• It is unsure whether our approach really helps learners memorizing 
new words effectively.

• We also need to examine the experience of learning with 
VocabEncounter in their daily lives.



Evaluation 1: Human-Compatible Quality of Translation 

• 60 crowd workers rating (naturalness and meaning preservation) 
• Human-compatible quality of translation 

• Meaning-preservation correlates with a designed score using Sentence-BERT. 
• Filtering is possible.



Evaluation 2: Significant Learning Effects

• 10 participants compared their correct rate between pre- and post- vocabulary test. 

• VocabEncounter helped them memorize the words to learn. 

• The effect of presenting generated usages was 
much stronger than presenting only the words.



Evaluation 3: Preferable Experience in 1-week Use

Semi-structured interviews

5 participants

Please refer to the paper!

• Benefit of Micro Learning 

• Benefit of Usage-Based Learning



We demonstrate example usages of VocabEncounter.





The news article is distributed under Creative Commons 2.1 by NHN Japan 
according to https://www.rondhuit.com/download.html#ldcc



The movie is distributed under Creative Commons 3.0 by WebTB ASO 
at https://www.youtube.com/watch?v=Wxh5-NRLxi4





Summary

• We introduce a new paradigm of vocabulary learning 
by leveraging ML-based generation techniques. 

• We show its feasibility and effectiveness by implementing 
VocabEncounter, which encapsulates the words to remember 
into materials a user is reading. 

• Our results and demonstrations open up ways to transform 
our daily lives into a field of vocabulary learning.


