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Abstract
Recent advances in AI technologies, including large language mod-
els, have enabled the widespread deployment of automated meeting
minute generation at a commercial scale. However, many users con-
tinue to take minutes manually. To understand the factors behind
this gap, we conducted a case study on a start-up company provid-
ing a commercial meeting analysis service. Through detailed obser-
vations of the development process over three years and workshops
with their designers and developers, we identified key challenges, in-
cluding discrepancies between user expectations and AI-generated
summaries, as well as difficulties in balancing user interaction with
automation. Importantly, our study sheds light on factors that have
been less emphasized in previous HCI literature, such as the learn-
ing curve associated with adopting new technologies for an enter-
prise product. These insights spotlight the challenges in achieving
an effective collaboration between rapidly evolving AI and users,
suggesting the increasingly important role of HCI.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
Collaborative interaction; Interaction design process and methods.
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1 Introduction
The ability to take appropriate minutes during meetings has long
been regarded as an essential skill for competent business profes-
sionals [13]. Beyond merely sharing information, minutes serve
as a crucial reference point for stakeholders, helping to accelerate
subsequent actions and sometimes clarifying accountability. Re-
cent advances in machine learning have introduced the possibility
of automating the process of taking minutes [22]. In addition to
significant improvements in speech recognition accuracy [19], the
emergence of large language models (LLMs) has enabled computers
to transform less-structured transcripts into structured text [17].
Furthermore, the rise of online communication in business settings,
spurred by the COVID-19 pandemic, has accelerated the penetration
of these technologies [9]. In fact, not only dedicated services like
Otter.ai but also platforms such as Zoom have begun incorporating
automatic minute-taking functionalities.

However, we still observe many users manually taking minutes,
even in environments where such automatic features are enabled.
What drives them to persist in this manual process? We embarked
on this case study to shed light on the gap between such user be-
haviors and the cutting-edge technological paradigm. Specifically,
we took a company that provides a meeting recording and analysis
service for enterprises in Japan since November 2021 as a field to
examine the perspectives of stakeholders involved in the design
and development of their products. By comparing their experiences
with the HCI research literature, we discussed their challenges and
identified open questions in designing AI-driven services to trans-
form conventional workflows at different enterprises. In particular,
we base the discussion on the perspective of human-AI collabo-
ration [29], where end-users are not necessarily familiar with the
technology. This case study will contribute to introducing more
comprehensive perspectives to the stream of HCI research in this
realm of rapidly evolving AI technology.

2 Background
We first review HCI literature on the efficient generation of meeting
minutes based on AI technologies. Then, we highlight the gap
between the research and the current user practice by looking at
prior discussions on the role of meeting minutes.
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2.1 AI-Driven Meeting Minutes Taking
Recent advancements in speech recognition and LLMs enable auto-
mated minutes generation from meeting recordings [24]. Research
on document summarization especially plays a pivotal role in trans-
forming unstructured, often lengthy transcripts into structured
meeting minutes. In this context, Stiennon et al. [26] presented a
way to train an AI model for document summarization with the
feedback from humans so that their behaviors and human prefer-
ences align. These research efforts are leveraged in many industrial
tools, like Zoom, in which systems present machine-generated min-
utes once a meeting is completed.

Meanwhile, HCI researchers have exploredways to realizemixed-
initiative [14], human-AI collaboration by building interactive sup-
port systems. For example, Slobodkin et al. [25] developed a system
that allows users to select parts of meeting transcriptions to be
included in minutes and interactively edit the generated minutes.
Asthana et al. [6] investigated the effectiveness of two different
styles of LLM-generated meeting minutes (i.e., important highlights
and a structured, hierarchical minutes view) and discussed ways
to incorporate user interactions (e.g., editing, sharing) to improve
minutes generation. Li et al. [15] proposed not only post-processing
techniques to avoid hallucination but also design considerations
for maintaining users’ trust, such as displaying estimated sum-
marization quality and information gain. Lastly, Tsai et al. [27]
introduced a VR headset for minute taking so that users can ad-
just LLM-generated minutes in real-time via gaze-based keyword
selection. These studies underscore the growing emphasis on user-
centered designs based on interactive collaboration with AI.

Such collaboration is also achieved in the co-pilot style inter-
action [21]. As implemented in Microsoft Teams and Zoom, this
approach involves an AI agent participating in a meeting to offer
prompt-based interactions to users, such as asking questions and
summarizing next actions, both during the meeting and retrospec-
tively. Considering that this allows users who participated to easily
refer to the meeting content and users who did not participate to
catch up through interactive information seeking, this is expected
to be an alternative paradigm for generating meeting minutes.

2.2 Why Do People Take Meeting Minutes
Manually?

Despite these advancements, many users are still taking meeting
minutes themselves. Researchers have tried to understand the role
of meeting minutes, which hints at the user motivation behind
their practices of minute-taking. Importantly, as Asthana et al. [6]
noted, there is debate on what constitutes good meeting minutes
due to varying roles of meetings and expectations from partici-
pants. In decision-focused meetings, for example, key decisions and
action points are prioritized, while collaboration-driven meetings
may center more around process-related discussions [11]. Also, too
much detail in the minutes can overwhelm participants, creating a
cognitive load and potential fixation on ideas that may hinder over-
all meeting productivity [13]. Furthermore, meetings are deeply
influenced by the organizational culture they occur within, and
in turn, they help shape that culture [23]. These points suggest
that users want to have agency in managing the diverse contextual
information to be put into the minutes.

3 Motivation for the Case Study
The above literature suggests the emerging attention to minute
generation from both academia and industry, especially regarding
how to design a helpful, collaborative system. We thought analyz-
ing the design process in the industry has unique opportunities to
understand the stakeholders’ experiences and insights, especially
during this era of rapidly evolving AI technology. To this aim, we
scrutinized the design and development process of a commercial-
ized service. Specifically, this case study happened at ACES Inc.1,
which offers ACES Meet2, a SaaS product designed to enhance the
efficiency and effectiveness of meeting management on different
video-conferencing platforms, includingMicrosoft Teams and Zoom.
Primarily aimed at the Japanese market, this software utilizes au-
tomation tools to streamline repetitive tasks regarding recording
the meeting, minute generation, featuring transcription, and video
navigation. ACES Meet has been operated since November 2021
and is offered for various industrial clients, including automotive,
construction, finance, hospitality, and medicine. It has recorded
over 1 million meetings as of October 2024.

In this case study, we first reviewed the series of past and con-
current product design meetings conducted by the developers and
designers of this service. The recorded meetings happened from
November 2021 to August 2024. While they have worked on di-
verse aspects related to the product (e.g., enhancing the software
infrastructure), we focused on tracing the string of decision-making
regarding the minute-taking feature. Additionally, between August
and September 2024, we held several workshops with employees
at ACES Inc. These sessions aimed to build a collective understand-
ing of the minute-taking process, drawing on insights from the
developers’ experiences and past user interviews conducted by the
designers.

4 Trace of Decision-Making during the
Development of a SaaS Platform

After reviewing recorded meetings over three years and consulting
with members involved in key decision-making, we observed mul-
tiple iterations in the design process of the minute-taking feature.
These modifications were largely influenced by the advancements
in AI technologies, particularly LLMs. We identified four major
iteration cycles, including the current discussions. In the following
subsections, we detail the attempts and reflections at each iteration
stage.

4.1 Iteration 1: Extraction-Based Summary with
Heuristics

From November 2021 to July 2022, the team developed a feature
that automatically highlights key sentences in the transcription
post-meeting. This method, known as extraction-based summa-
rization, contrasts with abstraction-based summarization [30]. The
designers and developers collaboratively identified the traits of
significant utterances during meetings and implemented a rule-
based algorithm to highlight them. They specifically targeted ut-
terances that contained certain keywords (e.g., “next action”) or

1https://acesinc.co.jp/
2https://meet.acesinc.co.jp/
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responded to questions. Additionally, they assigned lower scores
to utterances at the beginning of meetings, which often relate to
initial ice-breaking conversations. The goal was for these automatic
highlights to quickly draw users’ attention to critical decisions and
facilitate the minute-taking process.

The feature was launched as a beta for internal use and a few
partner clients in July 2022. Shortly thereafter, the team began
receiving feedback on the accuracy of the highlighted utterances.
Although the system successfully identified important parts, the
occurrence of incorrect predictions—both false positives and false
negatives—significantly impacted the user experience. For instance,
false negatives forced users to manually review the transcription
to ensure no crucial utterances were overlooked. Consequently,
the feature did not build user trust and failed to streamline the
minute-taking process effectively.

4.2 Iteration 2: LLM-Generated Summary with
A Single Prompt

While iteratively refining the accuracy of the highlighting algo-
rithm, the team also explored the potential of abstraction-based
summarization to directly aid users, aiming to drastically reduce the
effort involved in minute-taking. In November 2022, the release of
ChatGPT [1] marked a significant recognition of LLM capabilities
within the team. Upon the release of its API, they introduced a new
feature to their meeting review page in March 2023: AI-generated
minutes. This utilized their insights into the characteristics of cru-
cial information for minute generation, gleaned from the devel-
opment of the highlighting feature. Specifically, they designed a
system prompt that directed the LLM to summarize key points,
such as the next actions and conclusions from the meeting.

Initially, customer users were excited about this innovative fea-
ture. However, challenges arose just a few weeks after its intro-
duction. The primary issue was that the AI-generated minutes did
not meet user expectations in terms of quality. Users had hoped
for a complete replacement of manual effort with AI, but the min-
utes often omitted important topics or included incorrect details
and hallucinations, such as non-existent participant names. Users
also noted that contextual information, such as the purpose of the
meeting, was often missing in the AI-generated minutes, which
is aligned with the discussion in Section 2.2. They requested the
ability to explicitly provide such information through user input
to enhance the accuracy and relevance of the summaries. Conse-
quently, users found themselves needing to read or rewatch the
meeting to manually correct the generated output.

4.3 Iteration 3: LLM-Generated Summary with
Multiple Prompts by Topics

After realizing that the naïve, a single-shot approach using LLMs
was not effective, the team contemplated user behavior during
minute-taking. They aimed to deconstruct the existing human pro-
cess and design more tailored AI functions. Recognizing that LLM
outputs can be erroneous, they focused on developing AI functions
that corresponded to each step of the process, allowing for easy user
corrections where necessary. To this end, the designers conducted
interviews with multiple users to map out the detailed step-by-
step process of minute-taking. They also categorized stakeholders

involved in meeting minutes as minute takers, participants, and
absentees, and visualized their interactions. Although there were di-
verse approaches for various types of meetings, the team ultimately
identified the abstract structure of the human process involved in
minute-taking. The flowchart that illustrates this identified process
is shown in Figure 1.

Based on this analysis, they segmented theminute-taking process
into topic identification, topic-based summary, and reformatting.
To support topic-based summarization, they developed multiple
prompt templates tailored for different types of meetings, such as
sales and internal meetings. These templates were designed to ad-
dress specific topics relevant to each type; for example, the sales
meeting template included sections for budget, authority, needs,
timing, and competitors. Additionally, users were given the ad-
vanced option to create custom templates to accommodate the
unique cultures and styles of their organizations, as discussed Sec-
tion 2.2.

This update was warmly welcomed by end users, who reported
a significant reduction in the effort required to create meeting min-
utes. Through interviews, the team learned that users had gradually
integrated the feature into their minute-taking process, selectively
applying it to specific types of meetings. However, users also ex-
pressed the need to address occasional inaccuracies in the topic
summaries, which still required meticulous checking and manual
correction. Additionally, they pointed out that important topics
not included in the template were often missed, highlighting the
need for an improved topic identification feature. This feedback,
in turn, confirmed the team’s approach to incremental automation
and their strategy of clearly defining the roles of human users and
AI in the process.

4.4 Ongoing Discussion: Vision for More
Interactivity

As of August 2024, the team continues to implement the other steps
in the human workflow identified earlier, such as topic identifi-
cation and reformatting. Here, they are actively searching for an
effective method to compare different LLMs and optimize the devel-
opment workflow. The rapid evolution of LLMs compels the team to
regularly evaluate the best model in terms of quality and cost. This
necessitates a well-designed development framework that ensures
effective progress while maintaining user satisfaction.

Simultaneously, the team noted the growing interest in Google’s
NotebookLM3, which offers interactive information extraction via a
chat interface. While this interactive approach is appealing, imple-
menting it could significantly alter the user experience and poten-
tially surprise existing users. Indeed, they did a pilot test with a few
partner clients and realized that they struggled with asking ques-
tions to get desired answers. Consequently, the team is carefully
considering the idea of introducing more interactivity.

On the other hand, they are particularly inspired by the feature
in NotebookLM that highlights the referenced utterances when gen-
erating a response to a query. Recognizing that users sometimes
struggle to trust the generated summaries fully, the team is proac-
tively looking to adopt this feature to enhance transparency in their
LLM-generated summaries.

3https://notebooklm.google/

https://notebooklm.google/
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Figure 1: Flowchart of existing human operation in minute-taking. The designers tried to understand the step-by-step process
to develop tailored AI functions to facilitate it.

5 Lessons Learned
The three-year product development timeline, enriched by work-
shops with current designers and developers, reveals multiple iter-
ations influenced by user feedback and shifts in the AI technology
landscape. Below, we summarize the key lessons learned from this
ongoing process.

5.1 Nuanced Feelings for AI-Generated Minutes
We observed that AI-generated minutes could be perceived as inef-
fective without carefully designing the user interaction process. As
can be seen in Figure 1, minute-taking is not merely taking notes
during meetings but also prioritizing topics based on various con-
textual information and making a consensus among participants.
From this, we can imagine that naïve introduction of AI-generated
minutes is perceived as an addition of an independent stakeholder,
inherently making consensus more complex. Also, minute takers
need to consider various contextual information, which is often not
incorporated into the single-shot generation approach. Therefore,
preparing topics based on meeting types and generating a topic-
by-topic summary is a practical approach identified so far. This
solution maintains simplicity in user experience while allowing for
user input, which has been well-received. This result highlights the
effectiveness of clarifying the role of the end-user and AI, which has
been emphasized in the human-AI collaboration research literature
in diverse domains, including human assessment [4], coaching [3, 5]
and pathology diagnosis [12].

5.2 Challenges for Interactive Minute-Taking
Support

Meanwhile, the product team is conservative in adopting interac-
tive approaches, like those reviewed in Section 2. One of the largest
concerns is the learning cost of users. Such interactive designs in-
herently involve the action from the user side, which goes beyond

the conventional workflow of taking minutes (see Figure 1). This
demands the service to onboard and provide support for a user,
resulting in a longer time until the user is impressed by the power
of AI for the first time. It is crucial from the perspective of industrial
stakeholders, as this leads to a non-optimal user journey with a
higher bounce rate. Considering that the target users are not nec-
essarily familiar with AI technologies, we can expect that nudging
changes in their behavioral patterns would not be straightforward.
This point also applies to the co-pilot-like approach. For instance,
NotebookLM is a notable benchmark for interactively organizing
information from meeting recordings. However, it is often said that
asking the right question is much harder than finding the right
answer [10], which is aligned with their pilot user feedback. Given
that, the prompt-based interaction with co-pilot agents would not
provide beneficial results for a wide spectrum of users at this point.

Moreover, the cost incurred by interaction with AI models is
another big challenge. This is because, regardless of whether a self-
hosted model or an external API is employed, utilizing LLMs poses
significantly higher financial costs than conventional web services.
Also, while open-ended, fine-grained exploration opportunities are
important for these human-AI collaborative settings, this introduces
much uncertainty in cost estimation. If the service can employ pay-
as-you-go billing specifically for the usage of AI models, it would
not be a large obstacle. However, changing the price structure is
difficult, especially for the B2B domain. These points hindered the
company from implementing real-time, interactive collaboration
opportunities with AI for minute-taking.

5.3 Limitations
While this analysis uncovers ongoing discussions on how to design
a human-AI collaborative system in the industry, the lessons pre-
sented in this section are based on observations from a small and
medium-sized Japanese enterprise. Unlike large technology com-
panies, the limited resources available to this company influenced
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their decision-making process. Additionally, the cultural context
plays a significant role in shaping technological adoption and user
literacy [20], which is important to consider when interpreting the
results of this study.

6 Open questions
Finally, based on what we learned throughout the case study, we
advocate the following open questions.

6.1 How Can Developers Reflect Rapid
Advancements in LLMs into Their Service?

The current advancements in AI technology are unparalleled, pre-
senting unique challenges for industrial practitioners within the
ecosystem. A primary concern is avoiding drastic changes to the
user experience, given the presence of established customers. This
consideration influences various decision-making processes. For
example, updating LLMs behind the service necessitates extensive
testing to preserve expected behavior [7, 18]. Additionally, while
we did not elaborate much in this case study for its business-specific
aspect, the changes in API costs can impact business revenue di-
rectly. Consequently, this presents a unique need and opportunity
for HCI researchers to bridge the gap between end-user needs and
expectations and the rapid evolution of technology, all while main-
taining trust in services, particularly for enterprises developing
third-party applications.

6.2 How Can the Minute-Taking Service
Incorporate Broader Meeting Context?

Meetings often rely on implicit contexts such as the roles of par-
ticipants and their previous interactions, yet there has been no
effective method for LLMs to integrate this information into their
outputs. Currently, LLMs primarily process textual information,
such as meeting transcriptions, but the multimodal behaviors of
participants are equally crucial. Researchers in social signal process-
ing and HCI have long studied human behavior during dialogues to
improve the understanding of meeting dynamics [16, 28]. However,
the knowledge derived from human behavior analysis is often im-
plicit and sensitive [2, 4]; relying solely on machine learning-based
approaches for analysis could have unintended consequences. Re-
cent HCI studies have begun developing user-centered systems that
utilize these behavioral signals, anticipating that such approaches
will influence industrial product design.

Additionally, the technology faces challenges with accurately
transcribing unique words (e.g., proper noun), as they may not
be present in the training data. This adversely affects the minute-
taking process. Designers have noted that specific terms and com-
pany names are frequently transcribed incorrectly, severely impact-
ing the user experience. To address this, the team is attempting to
train speech-to-text models using synthetic data for these words.
This issue is significant even in Japanese, a language with exten-
sive speech data, suggesting it is a critical challenge for industry
professionals in different languages.

6.3 How Does Optimal Human-AI
Collaboration Shift Over Time?

An interesting development is the company’s decision to limit user
agency by providing predefined scenarios for minute-taking. This
approach has been effective, likely because end novice users appre-
ciate the streamlined experience of engaging with set interactions
that offer limited flexibility. However, as users become more ac-
customed to AI-driven services, their expectations will evolve, as
emphasized by Cockburn et al. [8]. This suggests a potential shift in
the ideal balance of mixed-initiative interactions [14]. For instance,
the company initially introduced AI-generated minutes using a
single template, but now they offer multiple templates with specific
topics for different types of meetings, such as sales, and the users
can also customize the topics. This progression underscores the
need for a longitudinal study to examine how collaborative struc-
tures adapt over time within the current AI paradigm, particularly
focusing on industrial services that engage real end users across
various sectors.

7 Conclusion
This case study sheds light on the promises and challenges involved
in designing human-AI collaborative systems by taking the exam-
ple of meeting minute generation. Informed from the development
process of a commercial service, we identified key challenges, in-
cluding user expectations for high-quality AI-generated content
and the inherent difficulties in balancing user interaction with au-
tomation. Our findings emphasize the importance of understanding
user behavior and backgrounds in AI-driven services, particularly
in scenarios where technological familiarity varies widely among
users. Also, we highlighted the perspectives of professional design-
ers and developers that were less emphasized in the past literature,
such as the tension between the evolving LLM’s capability and the
user learning curve for enterprise products. Looking forward, this
case study raises several questions about the future of human-AI
collaboration, suggesting that the evolution of AI capabilities will
likely shift the balance between automation and user input over
time, creating new demands for alternative design strategies.

As AI technologies, including LLMs, will continue to advance at
an increasing pace, the opportunities and challenges in designing
effective human-AI interactions can occur universally. Here, we ar-
gue that capturing the perspectives and decision-making processes
of practitioners during this transformative period would comprise
an important work of the HCI community. In particular, inviting not
only large technology firms but also various organizations in differ-
ent cultural and business contexts enriches the depth and diversity
of the knowledge in this community. These traces of real-world
decision-making are more than a retrospective report, as they can
offer a foundational asset for both researchers and practitioners
in facing future waves of technological innovation. Given that the
role of the HCI community in bridging the gap between theoret-
ical research and practical applications will become increasingly
important, we hope that this case study will contribute to a step
forward in this direction.
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